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First;
A little about me



And a bit about me

Nina Bargisen

Director, technical evangelism at Kentik

Prior to this | spenta couple of decades building the internet at Subspace, Netflix
and TDC

A passionate sailor

Learn more in the second episode of Network AF - a podcast series hosted by Kentik
CEO Avi Friedman - https://www.kentik.com/network-af/
o And enjoy the other episodes as well



https://www.kentik.com/network-af/

Second:
A little about Kentik and network
observability



NETWORK OBSERVABILITY

The ability to answer any question about your network

When will Are we
we be at under
capacity? attack?
Is the network the
problem?

What’s driving

What should I be latency in the east?
performance testing?

What will my
cloud costs
bein...?




Kentik is the Network Observability Company

300+ EVERY
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What Good Network Observability Looks Like

CORE | EDGE | CLOUD | (SD-)WAN
INTERNET | CONTAINERS

FLOWS & VPC | STREAMING
TELEMETRY | HOSTS | SNMP
SYNTHETIC TESTS

GEO | ROUTING | APP | THREAT
BUSINESS CONTEXT

SAAS
SCALABLE
REAL-TIME

INTEGRATED
AUTONOMOUS

DASHBOARDS | ALERTS
INSIGHTS

QUERY | FILTER | DRILL
ZOOM | MAP

ANALYTICS | MESSAGING
WORKFLOWS | MITIGATIONS
SERVICE TICKETS | JSON
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Kentik Firehose

TELEMETRY
NetFlow, sFlow

VPC flow logs

SNMP

Streaming telemetry
Synthetics

BGP routing

CONTEXT
Application
User/subscriber
Geo-location
Infrastructure
Business attributes
Custom dimensions

THE KENTIK

NETWORK OBSERVABILITY CLOUD

FIREHOSE

MESSAGE BUS/
QUEUE

. Kafka
« Kinesis

OBSERVABILITY

- New Relic
- Splunk

REAL-TIME
ANALYTICS

« InfluxDB
« Elasticsearch

DATA LAKES

« AWS S3
. Snowflake

K W

E\

Application
performance
troubleshooting

ML/Al

Risk & threat
analytics

Business
intelligence



Other Activities

Kentik Network Analysis Center

Virtual Design Clinic: Synthetics Edition - April 7 « LEARN WITH US LIVE!

.
kentlk WHY KENTIK PRODUCTS SOLUTIONS CUSTOMERS LEARN COMPANY

Kentik Network Analysis Center

Your rundown of worldwide network events

RU hijack of Twitter

BGP hijack of Twitter by Russian ISP

10 Ukraine

MARCH 18, 20
30-day snapshots of Ukrainian internet
connectivity

Kentik Labs

net*work ob*servia*billi*ty (n) 1. The ability to answer any question about your network.

Observability is for the network, too

We have infrastructure we care about. If you're reading this, we imagine you do, too. Infrastructure can't exist without networks,

and networks shouldn't exist without observability. We launched Kentik Labs to help you learn about, share and integrate
network observability into your full-stack observability efforts.

=

Learn

We aim to work alongside developers
and SRES tolevel-up skills,

Share

Projects we open source are designed
to help build an observability
can be fearless in

democratize

and keep infrastructure running.

the face of performance and UX
issues.
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Integrate

We meet you where you are. We
partner with tools you already use so
that projects we share can be
instantly integrated and helpful.



Peering



The motions of peering
What is it that we do?

RO @

Analyze plan Negotiate Operate



Analyze: traffic quality



When | started out in peering

We used these tools to monitor quality

Smokeping MTR and Traceroute
* Permanently monitoring * Ad hoc debugging
selected DNS and root servers « Ad hoc analysis as part of
globally peering and connectivity
* Need to go to page and look at investigations

graphs to detect anomalies



DNS Root Servers as seen from UPC

Last 3 Hours

25m
20m
w
©
19 e — — =
v
& HI,
10m
Sm
nina — sudo mtr 192.136.136.47 — mtr — mtr « sudo — 116x45
o 4 : My traceroute [ve@.95]
10: 20 10: 40 11: 00 11: 20 11: 40 12: 00 12: 20 ,wigglytuff (192.168.1.202) -> 192.136.136.47 (192.136.136.47) 2022-04-21T10:47:24+0200
B a.root-servers.net 11.9 =s av ad 0.0% av s 0.1 as sd 34 (Reys: Help Display mode Restart statistics Order of fields quit y .
B b.root-servers.net 19.4 ms av md 0.0 % av 1s 0.0 ms sd 162, Host Lo::; et;nt 0 Angl:g:t Wrst StDev
O c.root-servers.net 12.5 ms av md 0.0 % av 1s 0.0 ms sd 107. 1. ubnt 0.0% 67 .8 5.3 3.0 117.3 13.9
B d.root-servers.net 2.7 ms av md 0.0 % av 1s 0.0 ms sd 18. 2. 1lo@-0.arcnge30.dk.ip.tdc.net 0.0% 67 .2 7.1 3.2 77.4 11.4
B e.root-servers.net 2.7 ms av md 0.0 % av 1s 0.0 ms sd 14. 3. ae5-0.arcngel2.dk.ip.tdc.net 0.0% 67 o 5.5 ol &2 Heil
O f.root-servers.net 15.7 ms av md 0.0 % av ls 0.0 ms sd 78. 4. ae6-0.ffm2ngpl.de.ip.tdc.net 0.0% 67 .3 22.6 18.2 229.6 25.6
B horoot-serversnet  12.7ms avnd  0.0%avls 0.0 ms sd 1004 UM o.0% 67 105.5 1087 104.4 269.7 20.5
0 i.root-servers.net 10.1 ms av nd 0.5 o L s 0.0 ms sd 1. 7. ae2.csl.ams17.nl.eth.zayo.com 90.9% 67 .2 105.6 104.5 107.3 1.0
B j.root-servers.net 11.9 ms av nd 0.0 % av 1s 0.1 ms sd 35, 8. aek.cs3.ams10.nl.eth.zayo.com 97.0% 67 .2 107.9 106.2 109.5 2.3
@ k.root-servers.net 20.8 ms av md 0.0 % av 1ls 0.0 ms sd 146, . ae10.cs1.lhr15.uk.eth.zayo.com 92.4% 67 .0 124.3 105.6 198.7 .6
B 1l.root-servers.net 14.8 ms av md 0.0 % av 1s 0.0 ms sd 117. :°10. ae@.cs3.lhrll.uk.eth.zayo.com 97.0% Y4 .6 106.1 105.6 106.5 .6
B n.root-servers.net 21.3 ms av md 0.0 % av ls 0.0 ms sd 143, X . ae5.csl.lga5.us.eth.zayo.com 89.4% 67 .7 106.5 105.7 109.1 .2
ICMP Echo Pings (56 Bytes) end: Tue Apr . ae23.cs3.iad93.us.eth.zayo.com 97.0% 67 .2 105.8 105.2 106.4 .8
. ael@3.mpril.iad8.us.zip.zayo.com 0.0% 67 .6 107.3 104.6 192.6 .0
. 209.66.80.14.ipyx-132715-2zy0.zip.zayo.com 0.0% 67 .4 108.1 104.5 222.5 A
192.136.136.198 0.0% 67 .7 110.4 105.4 290.2 4

(waiting for reply)




Today - we can test much more

Test Types & Features

WEB/ HTTP/ API Page Load (incl. DOM Waterfall)
APP

Transaction (script/ recorder)

Hijack Detection
Path Change Tracking
Community Check

IP Address Trace/ Path
Mesh (NxN) Grid (MxN; N>>M)

Grid

ROUTING

NETWORK

Autonomous (ASN, CDN, City, Country, Region)
Bandwidth/ Throughput/ “iPerf’




Global agents

* Agents distributed globally o
* Offering the ability for a range of
tests
* Community based , collaborative
and commercial platforms |
available
° Examples
- Kentik
- RIPE Atlas
- RING
- TE

Leaflet | Tiles © Esri — Esri, DeLorr

Ripe Atlas probes and ankers



Kentik Global Synthetic Performance Agents
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Global Agents

test services inside your network
Test gateway availability
Test routing to your network
Test global reachability
- Destinations inside your network
- Destinations on the internet

Private Agents

Test routing from your network to
destinations of interest

- Inside your network

- Outside your network
Test latency to selected destinations
Test services used by your customers from
inside your network



Menu W ken

” SYNTHETICS > Test Control Center > IBM Cloud I~ Fullwidth | (£ EditTest W Pause Test «g Share M, Export v

HOSTNAME cloud.ibm.com
Time Range (UTC)

IBM Cloud  Heaithy Last1h

Results Path View Insights 0

Show Show 6 of 6 agents v Group hops by Site: 0 after agent, 0 before target ~ Highlight ' Latency >=50ms v  Packetloss >=10% ~

@ Collapse Timeouts @D Highlight links exceeding geo latency estimate )  Reset

Path Hops and Geo Distance @ Number
Number of hops and distance are derived from traceroute data and IP Geocoding

eroute hops @ Sum of distance over all hops in tras

18:55 19:00 19:05 19:10 19:15 19:20 19:25 19:45

0/3

Target
23.75.200.69

& Ashbum, VA, United States
Collapsed Path

Legend

AS9498 - Bharti Airtel, IN AS14061 - Digital Ocean,US O AS14618 - Amazon,US O AS20940 - Akamai,NL O AS33438 - Stackpath (Highwinds),US . AS36351 - IBM Cloud (SoftLayer),US




~ SYNTHETICS > Test Control Center > IBM Cloud |-l Fullwidth (24 Edit Test I8 Pause Test <@ Share 1, Export «

HOSTNAME cloud.ibm.com .
Time Range (UTC)

IBM C|Oud Healthy Last1h

Results Path View Insights 0

04-22 UTC (1 minute increments)

Map = Time Series

Time series

Agents to show

Avg Latency
Show 6 of 6 agents v
200
150
(]
100
1o}
2
B
1]
18:55 19:00 9:05 9:10 9, 19:2¢ 19:26 19:3 18 9:4 19 19:50
Packet Loss
100
B
0 o
o
18:55 19:00 19:05 19:10 19415 19:20 19:25 19:30 19:35 19:40 19:45 1
Avg Jitter



u w kentik
SYNTHETICS > Test Control Center > CDN Test - Akamai |~ Fullwidth (2 EditTest M Pause Test <& Share M, Export ~

CDN =
Time Range (UT

CDN TeSt - Akamai Healthy Last 1h

Results Path View Insights 0

Show Show 5 of 5 agents v Group hops by ' Site: 0 after agent, 0 before target ~ Highlight = Latency >= 50ms ~ Packet loss >=10% ~

@ CcColiapse Timeouts @D Highlight links exceeding geo latency estimate () Reset

Path Hops and Geo Distance @ Number of traceroute hops Sum of distance over all hops in traceroute
Number of hops and distance are derived from traceroute data and IP Geocoding

19:10 19:15 19:20 19:25 19:30 19:35 19:45 19:50 19:55 20:00 20:05

156

Site
sdwan_sp.LON11

{2} cat8k-poc-101-137

Collapsed Path

D- 0

Collapsed Path




Menu A\Y kentik

~ SYNTHETICS > Test Control Center > CDN Test - Akamai I~ Fullwidth | (£ EditTest W1 Pause Test «g Share M, Export v

€2 Time Range (UTC)

CDN Test - Akamai  Heaitny Last 1h

Results Path View Insights 0

19:10 19:15 19:20 19:25 19:30 19:35 19:40 19:45 19:50 19:65 20:00 20:05 20:10
2022-04-22 UTC (1 minute increments)

Sankey = Map = Time Series

kentiksp.ORD1 Customer akamai 96.6.54.84

Src Connectivity Type
customer
525.102 Mbps

= mia o 2
e doh internet-for-acme 23.32637
= ams
== ord J—
== dfw -
_— :)Da’:( 23.203.156.131
= lax K %Eyo f—
= mex ENUKSP m—
p—t ATT oo 23.203.153.43

T
= gru ATE 23203153145 mmmmm
e x 104.106.253.198 mm=m
— 23.52.162.129
=== cap 23.200.229.140 e
=== mel 23.217.148.124 wmmmm
= Kentik SF 23.52.161.62 mmmmm

— Lontiken VRN



= Menu A\Y kentik

= SYNTHETICS > State of the Internet

State of the Internet 3

Performance, uptime & connectivity state of common public applications, services, clouds & networks that may impact your applications, networks & services

iif SaaS Applications & Public Clouds 88 DNS Services

Kentik continuously monitors availability and uptime of common DNS service providers using Synthetic agents located across the globe and provides you a view of overall health for free

If you want any new providers added click here and let us know the IP(s) and Hostname(s)

Google e OpenDNS

Agent A CLOUDFLARE

Ashburn, VA, United States @

€ aws s east-1 L] snEn snEn L] ]

Cape Town, South Africa @
aWs af-south-1

Chicago, IL, United States @ (T 1 1] [ [ ] 1] [ 1 ] ] 11 ]

The Constant Company (Choopa),US (20473)

« Dallas, TX, United States @ (T 711 [ 1 11| (1 | || | ]|

Akamai (Linode),US (63949)

Frankfurt, Germany O] .... .... .... ....

Akamai (Linode),US (63949)

A

A

London, United Kingdom )

¢ WS eu-west-2

L 1] ] L 1] ] 11 ] (1] ]| ]
Mumbai, India @
aWs ap-south-1

« New York, United States @ (T 1] 1 11 ] ] [ 11 | ] [ 1] ||

Digital Ocean,US (14061)

Paris, France @
« aws

eu-west-3

Portland, OR, United States @

o 0% U (T (T (T (T T 1]

A

San Francisco, CA, United States O

o (T 1] asEn (T 1] ssEs

A

San Jose, CA, United State:
IBM Cloud (SoftLayer),US (36351

A

Sao Paulo, Brazil @ [ —

dnsimple
] |

neustar

Q A&~

|- Fullwidth 2, Export ~

%‘friSign
L] ]
L] ] ]




SYNTHETICS > State of the Internet

State of the Internet 23

Performance, uptime & connectivity state of common public applications, services, clouds & networks that may impact your applications, networks & services

Kentik continuous|

Menu

aws

aws,

aws,

aws.

ap-northeast-1

ap-southeast-2

eu-west-2

eu-west-3

us-east-1

us-east-2

us-west-1

us-west-2

Saa$ Applications

If you want any new reg

& Public Clouds

&= DNS Services

jions or providers added click here and let us know.

I\ Azure ©

azure, austrakaeast

azure, centralus

azure, japaneast

azure,
southcentralus

azure,
westcentralus

azure, westus2

w kentik

y monitors connectivity within and between public clouds using Synthetic agents located in various regions of key cloud providers and provides you a view of overall health for free

I=l Full width

Q

2, Export ~

£+ Show/Hide



Mer w kentik Q
~ SYNTHETICS > State of the Internet |- Full width | T, Export ~
Domain Lookup Avg HTTP
Status Service A Status Code Response Size Time Connect Time Response Time Latency Avg Latency Avg Jitter Packet Loss
Healthy @p ADP 200 7KB 189.486 ms 307.599 ms 175.874 ms 672.958 ms 122.295ms 171 ms 0.000 % ‘0
Healthy I:I' Bluejeans 200 63 KB 1.567 ms 40.019 ms 578.407 ms 619.989 ms 17.387 ms 0179 ms 0.000 % ©
Healthy mx Box 200 306 KB 6.055 ms 158.067 ms 961.499 ms 1,125.621ms 84.040 ms 0.274 ms 0.000 % ©
Healthy O Cisco WebEx 200 1KB 213.497 ms 222.001ms 81.584 ms 517.082 ms 74.332ms 0.437 ms 0.000 % (u}
Healthy e#sdialpad  Dialpad 200 207 KB 24.020 ms 134.965 ms 772.081ms 931.067 ms 3.515 ms 0.176 ms 0.000 % ©
&< -
Healthy ?‘Q Dropbox 200 89KB 2980 ms 114.682 ms 462.306 ms 576.746 ms 58.264 ms 0.373 ms 0.000 % 0
Healthy E ) Expensify 200 20 KB 2.560 ms 6.831ms 231.285ms 240.676 ms 1.854 ms 0.182 ms 0.000 % ©
Healthy @ Github 200 208 KB 1.065 ms 62.784 ms 179.108 ms 242,957 ms 30.035 ms 0.128 ms 13.333 % ©
Healthy v GitLab 503 10 KB 0.228 ms 26.884 ms 17.812ms 44924 ms 1.994 ms 0.342ms 0.000 % ©
Healthy M Gmail 200 120 KB 0.0565 ms 38.869ms 1565711 ms 194.634 ms 4.200 ms 0.282ms 0.000 % ©
Healthy ﬂ i Google Docs 200 102 KB 0.073 ms 38.106 ms 148.087 ms 186.266 ms 4.310 ms 0.416 ms 0.000 % ©
Healthy ‘ Google Drive 200 98 KB 0.153 ms 41.497 ms 153.619 ms 195.269 ms 4.058 ms 0.286 ms 0.000 % ©
Healthy E4KRONOS Kronos 200 150 KB 0.355ms 8.408 ms 29.929 ms 38.693 ms 1.887 ms 0.251ms 0.000 % i
Healthy G Office365 200 17 KB 5.481ms 69.609 ms 103.131 ms 178.220 ms 21.425ms 0.264 ms 0.000 % 0
Healthy a Salesforce.com 200 9KB 140.320 ms 338.032ms 143.617 ms 621.969 ms 111.055 ms 0.236 ms 0.000 % (
Healthy servicenow ServiceNow 200 262KB 37.453 ms 12.489 ms 259.536 ms 308.122 ms 4.224 ms 0.121ms 0.000 % ©

°
Warning % Teams 200 191KB 13.9756 ms 182.480 ms 481.926 ms 678.381r 304 m 918 m 0.000 % 0




Synthetics tests enhances your flow based connectivity
monitoring and analysis

Continuous path monitoring with alerts shows your connectivity works as planned and alerts you
when it does not

Continuous monitoring of packet loss and jitter with alerts means you are already on it before your
customers experience any degradation of latency or jitter sensitive services

Automation could be triggered by alerts from the tests and do it for you

State of the internet measurements can help you quickly determine if an alarm from a test from
your network to an internet destination is due to internet weather or if you need to take action
inside your network.



Questions?
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